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1 acll illlay,c p,crlcvatcci by tlIc (’illc]lla (’(:1) will h ]IIoccsscd  bj’ a I:irf,c CmII]IU[CI sys[crII SOIIIr itllafl,c  ]JI occssir}{! rcquilelllcllts
]mforirled arc: (1) fwill/of(scl Coljeclioll  for caclI cllallllcl, (2) C(wllc[ic  I( IIlovai, (,3) irlla[’c collllucssiol),  arl(i (4) colm Corlcclioll
arl(i ali~lllllctlt 13clwecll tiIc tiIIcc  (t(i)Si.  Siilcc illla~,cs nrc ill (il~i[al ft)riIIa(,  “siW{ ial cfiLLl~” car! be acidc(i to ~)~ocessc(i  irlia~cs
al ttlc salllc lilllc.

~.~ .A(i\, aIIcr(i  (:a  III(’Ya {’(’])

“1 IIC A(ivaiIccd (’arllmti (:( ’1) is a tli~,,)r ~wr[c)]l)lar)cc (l.*lli~~~,rl ])i~~i, fllil frarllc, t)ac~~icic4096 (v) x 40(!6 ( } 1 ) ,  :{-pllw’,  J
iilunlilla[c(i, (:(’1). ‘1’tlc sc71soI  is iIllcJlcicri to l~c Lrsc(i or] si tllit~i p,e II CIdl I<)II llubl~ic S])z.:u ‘1 cicsco~m iIlsllutllcr][. “1 lIc arlay arlci
tw’o Ilorizotttfil  Ie[r,islcls arc s],lil aliowirl~, 4 clmrllicl I~alallcl ]ca(iout, ‘1 MO floali]]j~, ciiflosim) firl(i two fiorititlp, g,alc (Skiilpcr)
arlti)lif]cls art elIII)loycd f o r  llllld-l{Jl$’-l1c)isc }wtfotlliarlcc (suibcicclt~l]i rills). ‘lIIC c i [ ’ v i c e  \viii tw [I]illllcci a!lci usc AR aIId
lJ]os]J)r)r coalirlt,s 10 cover a wicic wa\wicllpltl ]arl~c (1 100- I 1000” F, }. ‘1 JIc twksid( \viii bc accultl(riald  i~ittl a II)olccl]lar
tmar]l c})itaxiai }Itocms. l;OI ltlc Sall(ilmx iotj Itlis (’(:1) is Iwltlp, built lvitil a f{ulllal of 40(JS x 3 0 7 1 .

“1 tle N4A(’li  II (’(~1)  is a svcm)ri p,c]lctdioll  1024 x 1024, 6-[IIIxc,  .~~(v) x ]~(]]).]llicrt)l] },ixcl, il]lcllace(i-frfirllc  Irallsfer (’(1).
Ihc seusor wiil bc usc(i 10 tfikc two sccluclltidl 51?  (J’) x 1024 01) illh[’,cs sc}lar?i(~ci III Iitllc by icss ttlarl l-nlic]c}-see, I)ilaws
<I, f. all(i (, arc IIIW~C[l c)ff’ \Yit}l a ]ip,ll( stiield srrvitt~ 8< a slolapc  rc~’,iol~. “1’IIc fltsl illlayc is  coliecled  i~l }dlaws 1-3 arl(i ttlcll
quickly ([tillsfclleci (E1-rlticrosec)  ittto slota~,,c i)}taws.  4-6. A sccot]ci i[l]ap,c is tlICII  tfiLcII ‘1  tIe twcl illtcl lacc(i illlap,es atc tilcrl
rc”a(iou[ slotv-scali (50 kj]ixcls/see) 10 achicw 4 c- rwisc }Icr f(>rlllatlcc. Six-}~llri<c dcsi[,ll is ctllpioye(i  fol IIip,ll <)1. ~m[i_ol]llarlcc,
low C)[)licai c r o s s - t a l k  lwlwcwI  lIIC IWO itllap,cs arlci IIipll sjRcci oi)cra iol]. “1 II(- (’(’1 ~ a]so illcor[mra(cs  a Ilifl,il siIcc(i lcaciollt
ctlattltc}  fw f:lst-scarl aJ1l Jlicalimls wiIc Ic low-llc)isc ]m follllarlcc is 110. lc(iuiIcci.

“I”tlc Acfa])t  Ii (’(’1) is a sccoIId ~,cllcla[iorl 128(V)  x 64 (11), 6 ]diaw, .~(l-lllicloll I)ixcl, frdr[lc slmc, [’(’1). ‘1 hr (:( ’1) will hc used
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for wawf[ont  sensing irl Adaptive optics catllera systcnls. “1’IIc  devic( will scan at 20(10 flanles/sw  at a read noise <3 c- nns.
Sixty-four amplifiers arc pmvidccl, onc anl~jlifier per columII (Iif,ulc lb). ‘the allll)liflcis alc Skipper type to allow for multiple
satlkplil)g  ancl low-ooisc.

E’igutc 1 b .  A d a p t  1 1  C(:J ) cJutlJLt(  Skil,pcr
a[llplificls.  Sixty-fool  allll}lific[s arc ~jrovidcd,
one f o r  cacli colurllll, (~olul]lll ]]itcb i s  36-
miclon s.. Six-p} law (6-nlicrolls  /  ]Jlase)
c l o c k i n g  i s  cIIIIJloycd fot IIip,tl SIWCC1  friitllc
transfer opcratiml.
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2.5 1’III1O Nyby (:(:1)

l’hc Pluto l;lyby (:~1) is a first ~,encvatim]  2048 (V) x 1024 (11), 3-~Jlasc, ~.ll-licloIl pixel) flarllc SIO]C, (~~1). I’he ~(~1) w i l l
pcrtc[ltially  be used in a NASA plallctal-y missior) to plalicl I’luto. On[ sinlplc floatirlr dif(Llsicul arril~lifier  is usecl to KMdOLl[  t}lc
arlay.

2.6 circulator H])

‘1’he ~irculator (~(l)  is a 16 pixel, circular, test ((~i)  (};ipurc lc). 7 tic device  is intcrldccl to irltmop,ate a sirlgle electron. TO

do this, a SkiJ)pcr alnl)lifier takes  a sarll])lc each time tllc clcctlorl  nl; tkcs  mlc rcvolu[iorr arourfd the circuit, “l’lie alrlp]ifier and
signal channel have been clesip,ncd fot tllc lowest ]roise possible (e.fI , .sip,aal cll:irtncl \vicltt] is only S-microns wick to reduce
reaclout capacitance). “1’hoLlsands  of sarr]p]~s  can bc taker) to reduce the rtoisc bc]o\\’ 0.1 e- rlns. At t}~c center of the array is a
diode w}lich call bc slig,l]tly for-ward biased to cn~it photons and F,erl[-r-ate  charge in itle sig,rlal channc] if desired, WC intent] to
ir~ject a single c]ectrcm tber-mal!y by controlling opera tirrp, tmrlperat  Llrc. A dunlp F,ate a(rd drairl arc also prwidcd  to er-asc charp.c
irl tbc channel bcfcm tllc exper in]cnt is pcr for[ned.

2.7 llig {’1’1’ (:{:1)

“1’he  Ili~, ~1’I’ ((~aliforllia Institute of ‘1’echnrIIop,y)  (:( ’1) is a 4096 x 4096, 3-pllasc, l.$-rrlicron, full frarlte, backside illurljinaitxl,
(~(~1). I’hc ckvice  w i l l  be used irl ~,rourld baseci aslrononlical app]i( atiorrs ‘1’tlc LI(I I is cmfrp,urccl  similar to the Advanced
(Iamcra C1(:I) (i.e., cluad at lay), allo\virr~,,  four cllarl!lcl readout i f clesire.cl. “1’tw (X:1) will he one c)f the Iarf,est (:(l)s
manufxturcci  today.

3. 1’I<I<r@l<h’rANcE

3.1 IJark currcut

A critical C(~I) pararlletcv  is therrrlally g,crlcrated dark currcrlt.

{: C) NSII)lt}lA’1’loNS

For (’C1) imap,ers there arc three main sources of dark. current.

4’
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}’i~,urc 1 c. circulator  ~(:1 J showing, 16 threc-
phaw pixels. ~harg,c is teadout nondestructively
by a Skip})cr am[llifier to achieve sub electron
noise peJ follnancc. A clu~np ~,ate and d u m p
cliodc ale uwxl to cluickly c]-asc  chalgc in si:,nal
challlle]. A 1.11) is ploviclcd to pcrforln photon
transfer c;ilib]ation. The puqme of the dcvicc
is to detect ancl locate a single thcmnal  elcctrcrn
W}ICTI p,c~lclated.

/-

I’hcse are: (1) t}wrmal ~encrrition and diffLlsion in the rrcmtral bulk, (2) thermal g,e]ler’atiml in the depleticrll rcg,icm and (3)
thermal generation due to surface states at the Si-SiOj inlerfrm. Of these sources, the cotltl ibution f[orn surface states has been
the dominant ccmt[-ibutor  for CCIk. Surface dark curient varies significiu)tly amonp, mallufrrcturers depending on processing,
details associated with oxide  grow[ll and surface passivatiorl. Recent dat k cunerit tests st]ow that dark levels vary widely for
CCI) rr]anufacturms f[om 60 pA/cn]~ 10 10 nA/cn~?  fc)r ]ioninvcr Lccl CC] x (unless ~tllci\~i$~  specified dalk current fig,ures in
this paper are referenced to morn telnperalurc operation). Still highm p,ene.ration lat~\ (10,000 nA/cn~~) are exhibited for
backside illuminated (:(:1 k w}~en not propct-ly accumulated.

l)ark curlent ~cneraticm at the Si-Sioz  interface is IN imal ily detcmitleci  by IWC) facto]s, llall~cly the density of interface states
and the detlsity of flee call iers (holes or electrons) that populate the intet face, }~lectrons can thermally “hop” from the valence
band to an interface state and into the conduction band as a free electrol). “l’he clcct(on is then collected in a potentia] well as
real signal. ‘l’he prcscncc of flee call iers can fill these states inhibiting tl)( hoppirlf, colldllctiml  process and in turm substantially
reduce the dark ~cnmrtion  ra[e. Nonillvcrted  (:(.1 k ntaxinli~r the anl(lullt c)f clalk CIII I ellt p,ellerated since the interface is
completely depleted of free carriers. 1 lowver, when tht CCD is invertecl (c..g., M})]’), holes f[orn the chanrrc] stops collect a[ld
pcrpu]atc tile interface e]inlinatin?, surface dark cuI1ent. l“he oIIly Icnlaitiinp,  datk  cur[crit  is produced in the bu]k si]icon.

}Iulk dark cur]ent  (i.e., Ml’}’ o~mration) also varies significarltly fronl rnat,ufacturcr to rliiil]~lfccctl]rcr.  levels as low as 2 pA/crll~
and as high a\ 1 nA/cn~2 have been rueasurcd. I)ark rate may HISO vary signifrc.mltly fro)rl lot to lot for a single manufacturer
usin:  a single process. k’or example, three ccmsecutivc lots welt fabricated fclr the rcccllt W} ‘/} ’(’ 11 project.  J~ark rates for these
~~[k ranged from ?() -400 pA/cn~2. ‘l’he diffmmce noted was related t~, the quality of ttlc silicon wafers used and hulk state
density.

}Iulk states ale lattice i)npcr-fections or- itiipuritics of SOIIIC ki[ld (e.p,,, g,c)lcl).  }Iip,}t  quality silicc)rr  implies that bulk state dcrlsity
is very Io\v. Ilulk states p,cnerate dark currcrrt  also via “hoppinf’ conducticm”  by jutlr]]in:,,  t]lrough states in the band-gap. When
a CI(~I)  is “bulk state limited” individual spikes often dominate t}le. datk floor  SCCII. I:CM cxar[lplc, }ip,ure 2.a shows a da!k current
Iirlc stacking plot .gcneratecl by a 1024 x 1024 1,oral l’airchild Ml)}) WI). “1’he avelap,c  clark floor nrcasured  for the sensor is
< ] f) pA/clr17, Nc)Ic that Cac]l sl>i~c gcncTa(cs a}ti>lo~in~a(C]y t}~c stiII)e a[]lc)lltit of c}larp,c irtdicatir~~ a specific ill~pllrity is at wo]k,
Some pixe]s  cx}libit rll{l]tip]e spikes  c~l)]ainill~,, w]]y scvera] distitlct sigrl;tl ]evc]s are SeCII ii) the plot. The dark current pedestal
on which the spikes ride is be]icvcd to be in pal I generated irl the “bilds beak” neal tl~c c}larlnel stop rep, icrn where inversion
is not fully achicvcd (refer to Section 7). AISCI, surface dark cur[cnt is gcirclatcd eacli tirllc a line is transferred since the phases
must come out of inversion fot a brief period of time,
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}’ig,ure  2a I)ark spike pa(tern generated by a
Ml’]’ CC I). Spikes arc associated with a
s[]cciflc  bulk state that ~encrates the  same
amcmrlt of charge per unit time. Some pixels
contain multiple spikes resulting in discrete
sir,na] levels shown. Background dark current is
gellcratcd flon] several sources including
surface dark curlent when phases come out of
inversion during, line transfer.
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The CCI) tested in Figure 2a can integrate charge for six minutes at room temperature before saturating Figure 2b plots average
dark current build up as a function of lines readout (each line takes ?3.5 ins). Partial inverted and MPP responses are shown.
After one frame readout (23 seccmc]s)  the h4PP dark floor }Ias only risen by 3000 e-.

Figure 2b. MPI’ and PI average dark cut-rent
build-up after the CC1> is quickly erased and
then slowly readout at room ternpcrature. h4}’P
dark rate is 20 tirncs less t}~an partially inverted
(PI) operation. Dark current for P] clocking is
5 times lower than non inverted (NI) clocking.
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Experimental CCD lot runs are sometimes fabricated tc~ find goc)d silicc)[l and actlievc low dark current generation. These lots
are usually “split” using different types of silicon that are processed identically. Test results have been surprising. For example,
silicon purchased from one foundry with the same specificaticnls  showeci  a large variance, 10 pA/cn~~ to 0.6 nA/cm? operating,
MPP. Large dark spikes were observed from silicon purchased from anc,ther founcity. l’hesc  spikes generated charge at a rate
as high as 10,000 nA/cmz.  These spikes were later found to bc associatt’d with latlice slacking fi~ults that were visible (O the
naked eye.

Asarule ofthurnb,  bulk dark current ff)rquality  silicon isrouF,hly equal tothet}~ickrless  of theepitaxial  Iayerwhenexpressed
in units ofpA/cmz.  For example, a 10-n~icron epitaxial CCI) typically exhibits 10 pA/crl~z when fully inverted. ~Jltra-low dark
ra(cs can beach ievcd byt}~innirlg tl~c C~CI)tl]ereby  elirl~inatirlg,  stlbstrate arrdepitaxial  interface dark cur[ent. Forexarnplc,  h4PJ’
dark current for thinned Ileticon CCDsexhibi{ less than 5 pA/cm2.

3.2 Charge transfer efficiency

CTE performance varies significantly among CCI)S and is also very deprndent  on silicotl material. CTI; and M1’P dark current
pcrforrnancc typically go hand in hand. That is, if bulk dark current is low then (1’11 ~wrformance  is also well behaved. I’his
correlation assumes that there are not other Cl% impcdiment~  that limit pcrforinance such as design or process Cl’E. traps.

CTE is specified in pixel transfers at a specified test x-ray signal ICVCI. (’TE is especially critical to Advanced Camera because
ultra-small charge packets will be transferred. Ior example, the CTE slwcified for this CCIJ is 0.999999 for a charge packet
size of 1620 e-. A deferred charge loss of 7 e- is expected for 4096 pixel transfers.

Bulk traps that happen to lie within the charp,e transfer channel can trap charge, typically involving a single electron. Figure
3a shows an Fe-S5 x-ray (1 620 e-) response generated by a 800 x 8001,01 al Fairchild three-phase CCD that is bulk state limited
We stack, accumulate and display 1024 lines of data into the sinp,le tr~ce shown. Note ttlat the single pixel x-ray event line
rapidly decreases as more and more charge is fed to trailin:, pixels (also seen in the plot). }Iorizontal C1’E (I IC1’E) is very poor
(<0.996) wherein vertical Cl’I;  (VC3’I;) is perfect (also measured by x-rays b> stackinF, COIUnlns).  I)ata was gerlerated at an
operating temperature of -130 C and using, a horizontal clock overlap of 1 micro-src operating the CCD at a warmer

9000
1

10,000
t

I

11,000 ~e55
WACKER –130°c
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Figure 3a, 11( ’’I’l:x-ray  response (Fe-55, 1620
e - / event) for a WF/PC II CCD fabricated on
silicon material that exhibits shallow bulk traps.
The bulk states result in severe trapping and
poor C’I’F. cmly in the horizontal direction
(VC1’i ~ is pcrfe.et). Deferred charge levels
associated with trailing pixels are clearly seen.
Note after 300 pixel transfers that more charge
is contained irl trailing pixels than the target
pixel.
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temperature or increasing the clock overlap period improves HCTE si~nificantly. For example, Figure 3b and c show horizontal
x-ray responses for two different clock overlaps (1 micro-see compared to 4 rnicro-sec  respectively) at an operating temperature
of- 110 C. The improvement in Cl’ii is clearly evident when the overlap and temperature is increased. Figure 3d shows }ICTE
improvement as a function of operating temperature. The response is lhe composite of nine line stacking x-ray measurements,
data taken from the center of the horizontal register. Note that HCT1 degrades rapidly fcm operating temperatures below -80
C. CCDS made on different silicon material in the same lot run did not exhibit the CM problems over the temperature range
or clock overlap period investigated. The difference is striking.
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l~igure  .?b. }IC1’li x-ray response for the same
WF/PC 11 CCI) at a elevated temperature (from
-130 C to -110 C). CI’E  improves significantly
becausr bulk traps detrap charge at a faster rate
within the 1 -rnicro-sec clock-overlap period
used. Single pixel and deferred charge event
lines me clearly seen. Target pixels Iopse
approxi]nateiy  40 0/0 of charge after 800 pixel
transfers.
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Cl 5000 F’iKute 3d. llC’1’F x-ray responses generated as

a function of operating temperature (data taken
z 60002 from a 400-500 pixel region). Operating

g 7 0 0 0
tempcrxtures above -80 C exhibit perfect HCTE
when tile clock-overlap period is greater than 1-

8000 micro-see. I’hcse operating specifications are
supplied when sensors are delivered for use.
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Curiously CTE characteristics forthc WF/PC II CCDcxhibits  completely opposite behaviol  tothedata presented in Figure3.
For example, Figure 4ashow's twox-ray  stacking column tracts fortwo Mi'P W1:/PC II CCDsbuilt  indifferent silicon wafers
(referred toasl’ype “Bf’andlypc “A’’) .D ata wastakenat an operati!i[: temperature  of-30 C. Note that the VCTE for TYPe
Bsilicon is poor compared to’rype A. HC1’E for both sensc)ls isperiect (also opposite to the data presented in Figure 3).
Lowering theoperating  tcrnpcraturc  to-90 Cforl’ype A material improves VC’llis igtlificantly  asshownin Figure4c.  Figure
4d shows similar CTE responses at O C. Here C7’E varies significantly for Type A material whereas Type B exhibits no
temperature dependence. Note also that the MPP dark floor indicated forType A silicon is much greater compared to Type B
(approximately 20 times higher). As mentioned above, CTE and Mt’P dark curtent performance go hand-in-hand when
perfom~ance  is bulk state limited, [Jnfortunate]y  WF/PC 11 ended up flying silicon ‘1’ypc A material because of schedule
problems.

The radical difference between the responses observecl  in Figures 3 rLnd4 isdueto the emission time constant (TC) related to
bulk traps. For example, the bulk traps that degrade C’I”E in Fip,ure3  ale relatively shallow traps (trap depth is measured from
the conduction band edge). When charge is trapped by a shallow trap it can thermally escape in a short period of time back
into the conduction band. CTE can be improved by increasing the opet sting temperature thereby giving more thermal energy
to the carriers to escape the traps faster. Increasing the clock overlap period allows nlore time for charge to escape the traps.
This effect explains why the VCTJ3 is superior to HCTE in Fig,ure. 3a. A vertical clock overlap period “of 60 micro-see was used,
long enough to allow charge to escape the bulk traps vertically.

When the traps are deep, like those that plague the WF/PC 11 CCD, completely opposite test results are recorded. Also different
solutions are applied to improve CTE. Operating the CCD at a very cold temperature keeps carriers confined to deep traps’ by
removing kT agitation. Once the trap is filled it can remain filled  for 8 long period of time and not trap new charge. AS long
as there is a small amount of background charge around, tht traps wi 1 I be satisfied resulting in well behaved CTE. Fat-zero
charge  can come from various sources that are often unknown to the user because levels required are very small (sources of
dark charge, spurious charge, sky background, cosmic rays, etc.). Extended imac,es (such as the moon) typically exhibit no CTE
difficulties since traps are satisfied by the first charge packets that rnovc through the arlay (i.e., in this case the first pixels that
define the limb of the moon).
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Figure 4a. VCTf~ responses for two WF/PC II
CCIM fabricated on two different types of
silicon. l’ype A silicon shows poor CTE
performance because of deep level active bulk
states whereas type B exhibits near perfect CIE
ovel all operating temperatures tested.
Unfortunately, WF/PC 11 used Type A silicon
because of schedule reasons. However, studying
the prclblem yielded a solution described in
text.
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When bulk state limited, transferring point images is more difficult especially if widely separated, For example, ‘fC for the
WF/PC 1 i traps are on the order of a thousand seccmds  when operating at -80 C. At this temperature approximately 10 %’o of
the charge is deferl-ed when measured at the top  of the array (assumi~ig a 1620 e“ char p,e packet). This photometry error is based
on measuring standard star clusters without fat-zero charge present, Cooling the clcvice to -90 C improves accuracy to 2 ‘/o
because the traps remain satisfied for a longer period of time because less background charge is required (refer to Figure 4b).

Note that all CTF tests performed above stimulate the C(’i)  with x-rays. X-rays p,enerate an exact known amount of charge
making CTE measurements straightforward and absolute. There have been many relative CTE test techniques invented (EPER,
dark spike stimulus, optical point source, edge stimulus, electrical charge ir~jection via input diode/gate, etc.,) methods that
compare the amplitude of the charge contained in the target pixel to the deferred charg,e that follows. These techniques usually
yield incorrect estimates of CTE by overestimating’ its true value. } or example, WI/PC II star images at -60 C appear sharp
with no evidence of deferred charge, Relative CTE methods would have proclaimed perfect CTE for the CCD (in fact
photometry error is> 20$’0). However, as mentioned above, the long emission time constant for the traps spreads deferred charge
across the array and is not apparent in the read noise. Only x-rays (or an absolute source such as standard stars) can measure
true CTE.



Figure 4b. Type A silicon tested at -90 C
exhibiting improved Cl% performance (WF/PC
11 nominal operating temperature on the Hubble
Space Telescope). Photometry error at the top
of the array (i.e., line 800) is approxinlately  3
‘A for a 1620 e- point source of charge.
Computer image processing algorithms are used
to correct this error below 1%, WF/PCs
photometry spec. HCTE performance is perfect
for all temperatures tested.
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Figure 4c. VCT13 responses at O C showing
differences in MPP dark current generation.
Dark current is 20 times higher for Type A
silicon compared to type B. CTE and bulk dark
current perforan{nce  are typically related
because of bulk states.
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Many CCD manufacturers fall victim to relative CTE measurement Techniques. We demonstrate the problem in Figure 5a for
a 1024 x 1024 CCD with a CTE problem (the sensor was purposely irradiated with neutrons to induce deep level traps,
approximately 0.45 eV deep). The 50 x 50 sub-area of pixels shown was taken at the top of the CCD opposite from the lower
on-chip amplifier (selected 10 accentuate VCTE charge problems in the array). Afte~ integrating for several seconds charge is
transferred down and to the left in the images shown. Horizontal CTE appears perfect because the traps are deep level (i.e., traps
are satisfied in the horizontal register because they are constantly being fed). The region selected contains several dark spikes
(also induced by the neutrons) and are used as point signal sources (each that gene] ate a constant amount of charge per unit
time). The top image exhibits deferred charge tails following each dark spike indicating a CTIi problem for the CCD. The lower
image shows the same region except that the vertical clocking rate is increased by a factor of 12 (i.e., from 44.5 to 514
lines/see). Note that the deferred charge tails completely disappear suggesting that (’I’E has been enhanced by simply clocking
the CCD faster. The apparent CTE improvement seen when clocking the CCD faster is investigated further in Figure 5b. A
single column trace is presented that contains a large dark spike. The spike and corresponding deferred tail was measured at
different array readout rates (23 see, 19 see, etc.). Charge is transfel red from right to left in the plot. A large deferred tai I is
seen following the dark spike for a readout time of23 seconds. As the vertical clock rate is increased the deferred tail becomes
smaller and smaller. At a frame time of 1.99 sec the tail is almost eliminated. Although CTE appears to improve (in a relative
sense), the amplitude of the dark spike remains roughly the same size independent of clock rate. Since the dark spike generates
the same amount of charge during integration defened  charge must :ilso be fixed for each frame time, This behavior indicates

Figure 5a ~’wo dark spike images generated at
two different frame rates. The top image
exhibits deferred charge tails whereas the
bottom inlage does not. Comparing the images
sug,gests  that CTE performance is better in the
lower ima~,c.



that deferred charge has spread over more pixels as the rate increases making it more difficult to detect because of the noise
floor.

Figure 5C shows the true amplitude of the dark spike by measuring CTE characteristics
when transfening  charge towards the

CCD’S upper on-chip amplifier. Clocking the sensor in this manner minimizes
trapping with almost no CTE degradation,

Comparing the dark spike amplitude irl Figure 5b to Figure SC shows that tipproxinlately . .
‘~13 of the charge generated by the dark

spike is deferred and is independent of vertical clock rate.
CTE perform lance is very poor at all clocks rates investigated, a

conclusion that would not be drawn by only examining the deferred tail.
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Figure 5c. The same dark spike readout using
the upper amplifier to minimize the number of
vertical transfers. No deferred tail is seen. AISO
the amplitude ,of the spike increases by a factor
of two compared to lower amplifier readout.
Also two small spikes emerge barely seen in
Figure 5 b.
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Figure f+b. A single dark spike characterized
showing, a deferred charge tail. Note when the
CCD is clocked faster that the tail disappears
imr)]ying that CTE improves. However, the
dark spike amplitude remains essentially the
same indicating that charge is spread over more
trailing pixels with rate increase. Hence, speed
ha< no significant effect cm absolute CT~~

performance for the sensor.
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The apparent CTE loss, as mea.surecl by x-rays (or point sowces like stars), is also dependent on the separation between events.
If the population of x-ray events on the array is low then the  events nlust  go through the array alone. However, if their density
is relatively high then events will aid each other in the transfer process. This effect is especially pronounced when no
background charge is present. Charge separation effects are demorlstrated in Figure 6 where two x-ray column stacking
responses are shown. The 1024 x 1024 CCD tested is partially damaged with protons. Half of the array is shielded and not
damaged. The CCD is exposed to x-rays and then quickly clocked vm-tically (600 micro-see/line) reading out approximately
512 lines. On the average there are 100 x-ray events per line. Ile data associated with these pixels is discarded by the computer.
The remaining half of the array is then clocked slowly (20 ms/line) and saved by the computer. Vertical stacking plots are then
generated for the damaged and shielded regions as displayed in Figure 6a, Note thal the damaged region (the tilted response)
begins at the ideal level for the shielded region (the flat response). Ilis indicates that during high speed clocking that most x-ray
events are not trapped because separation between events decreases compared to slow-scan readout which exhibits a tilt, Figure
6b shows the results of a similar experiment where the separation between events is reduced by a factor of 100 (i.e., 1
event/line). Note that the response for the damaged region does not begin at the ideal level indicating that charge is trapped
more often during high speed readout because events are widely separated.
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Figure 6a. VCTE responses taken from two
subarmys - proton damaged and shielded
regions. T“he damaged region exhibits good
CTE when clocked at a fast rate (600 micro-
sec./lirle).  l-he single pixel event line for the
region begins at the ideal level. Under these
conditions the average time between x-ray
events during readout is < T,,, hence events aid
each ottler in the transfer process. Reading the
CCD slow-scan (20 ins/line) causes the CTE to
degrade in the damaged region resulting in the
tilted response shown. Ile average time
between events in this case is > T, and most
events must go through the array alone. The
shielded reg,ion shows good CTE.
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The capture time constant (T,) associated with deep traps also influences CTE results. Theory claims that T. is very short (less
than 1 micro-see) and electrons are trapped instantaneously when trarlsferred into a potent i_al well. There~ore, it ‘is general 1 y
assumed that T, << T,. This is true for the most part, however, electlons  at the bottom of a well can be themlally  agitated
forcing them to move Up the sides of a potential well and find new traps. The more time given to the electron the greater the
probability it will find a trap. This effectively increases T, for some traps. Hence, fcw this reason it is best to clock the CCD
as fast as possible to minimize this trapping, effect, This requirement only applies to deep traps.

For some CCI)S charge trapping can become  so severe that the device must be light flooded to fill in the traps and then erased
quickly before an image is be taken (the Galileo CCL) - a 800 x 800 CCD in route to Jupiter, and the Cassini CCD are used
in this manner because of radiation induced bulk traps). However, for this technique to work proper] y the operating temperature
must be sufficiently low to keep the traps filled  during intep,ration and readout (e.g., Galileo operates at -120 C),

Therefore, T,, 2’,, operating temperature, c]ock  overlap, clock rate, background charge, charge distribution, and charge packet
size are important factors that influence CTE when bulk states exist (there are others). Ideally, CCDS should be built on quality
silicon to avoid CTE and dark cument problems discussed above, However, no matter ho\v good the material some bulk states
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Figure 6b. VCTE response when the x-ray
event density is reduced by a factor of 100.
This effectively increases the time between
events. Both fast-scan and slow-scan exhibit
degraded CI”E in thedamaged  region.
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will always exist. As CCDs become larger (such asthe 4096x4096 Sandbox CCI>s)arrcl performance requirements get tighter,
these variables must be completely understood and controlled by the user if optimum C’fE performance is to be realized.

Unfortunately no method has been devised to determine the quality of silicon before a lot of CCDS is run. The only successful
approach has been to purchase many silicon wafers and include some of them in orlgoing lot runs to be evaluated later over
a wide temperature andclocking range (to cover all applications intended). Ifthc silicon tests good then the wafers carr be used
in future lots.

The technique of “pocket pumping” is one method often used in our lab to characterize silicon material once a CCD has been
fabricated. This method allows one to locate and count the number of active bulk traps that influence CTE performance. For
example. Figure 7a shows a pocket pumping map generated for quality silicon material. The density of traps measured is 0.002
single electron active traps per pixel based on a 1600 e- flat field signal and an operating temperature of -100 C (trap density
changes when these variables are changed for reasons given above). CTE for this CCIJ is exceptionally high yielding a CTE
> ().999999 under the conditions tested  here. Figures  7b and c show raw pocket pumping responses. Figure 7b was taken at an
operating temperature of -90 C whereas Figure 7C was generated at -1 ?0 C. Note that some traps freeze-out at -120 C (i.e., T,
for these traps become longer than the clock overlap employed in the pocket pumpin~ experiment).

From the discussion above dark current generation ancl CTE performance can be a hit and miss game. Fortunately the Sandbox
CCDS have selected quality silicon based on previous lot builds. T’hercfore, low drirk current (< 1 nA/cmJ noninverted and <
20 pA/cml MPP) and well behaved CTE performance are expected. However, some operational tricks, such as those
demonstrated above, may be required,

3.3 Well capacity

Full well is an important characteristic to the Sandbc~x  CCDS especially for the 9-micron pixel devices where dynamic range
is at a premium. This section discusses how both the user and manufacturer optimize full well performance for small pixel
devices.

3.3.1 Surface and bloomed full well operation

The gates of CCD can be clocked in three different ways. We refer to these clocking modes as noninverted (NI), partially



Figure 7a. Array pocket pumping trap map
showing individual I e- array traps. A 240 x
200 pixel region is shown. A trap density of
0.002 traps/pixel is measured for the operating
tempcrature(-90  C), vertical clock-overlap (60
micro-see), and signal level (4000 e”) employed.
CTE for the CCD is exceptional, >0.999999 as
measured by x-rays. Decreasing operating
temperature or clocking the CCD faster
effectively reduces trap count further improving
Cl’E. Increasing the signal level increases trap
density because the charge packets occupy
more volume in the channel.
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1, I

Figure 7b. A raw pocket pumping response
showing individual 1 e- traps at an operating
temperature of -90 C. Traps less than 1 e- are
statistical,  trapping and re leasing charge
randomly.
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inverted (PI), and nlu]ti-pinned phase (MPP), The user can select tile best mode for the application. However, It 1s ofien best

. .

to design a camera system so that all three modes can be utilized on command. N I opcrat ion implies that the clocks to the CCD
never swing low enough to invert the signal channel (e.g., -3 to +

5 V). P] means that clocks invert as they switch (e.g., -8 to

+ 5 V). For a three phase CCD one phase must be high at all times to keep charge confined to a pixel (hence the name partially
inverted). MPP operation is where all clocks are normally inverted nlost of the time except during line transfer (e.g., -8 V). Each
mode of operation has a profound effect on CCD performance.

Well Capacity, dark current generation, residual image, anti-

blooming, radiation damage tolerance, charge transfer, and pixel nonuniforItlity are some CCD parameters influenced by these

clocking modes. We only examine well capacity here.
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are involved (possibly phosphorus and oxygen
vacancies). X-ray measurement show that CTE
improves when the temperature is lowered.
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Optimum full well is achieved when the CCD is clocked into inversion. ~’he increase in well capacity under inverted clocking
can be significant compared to noninverted operation. For example, full well for the first generation Texas Instruments Space
Telescope CCDS (WF/PC 1) could have been increased by a factor of lhree over what was originally flown if clocked PI.
Unfortunately the flight units were clocked NI (from O to 7 V) yielding only 30,000 e- well capacity. One year after these CCDS
were placed into orbit flight spare units were clocked into inversion for the first time (approximately -8 V) resulting in a full
well of 90,000 e-. Additional capacity was achieved when the collecting ptlases were driven to +-4 V yielding 100,000 e- overall.
The apparent full well increase was not clear when the tests were performed for results were obtained by trail and error
methods. We now, several years later, understand how to optimize well capacity for the CCD. A brief discussion on full well
theory follows.

Well capacity for a pixel is defined when charge either blooms over a barrier phase into adjacent pixels or when charge in a
potential well begins to interact with the surface at the Si-SiOz interface. Blooming is reduced by biasing barrier phases to the
lowest channel potential possible (i.e., inversion). This condition allo~s for maximum charge collection and the greatest
potential difference between the collecting and barrier phases.

A potential well collapses when charge is collected, Blooming will result if the chrmncl potential for the collecting phase equals
the potential of the barrier phase. We refer to this condition as “bloomed full well” (BFW). Also as charge collects the potential
maximum also moves towards the surface. Therefore, it is possible for the potential maximum to first reach the surface before
the onset of blooming. If this happens we say the CCD has reached the “surface full WC]]” (SFW) state. Which comes first,
BFW or SFW, depends solely  upon the positive clock level of the collecting phase. Optimum capacity occurs when BFW and
SFW occur simultaneously, a very importan( bias state that user must find for optimum performance.

Figure 8 plots full well as a function of positive drive for a three-phase CCD. 13FW and SFW regimes are indicated in the
figure. Data was generated in the following manner. A 100x 100 pixel region ort the array is saturated with light. If the CCD
is biased in the BFW regime then charge will run up and down columns from the exposed region. After the shutter is closed
extra time (a few seconds) is given to allow this process to reach equilibrium (blooming is a time dependent process). The
resultant signal level is measured in the area representing a BFW data point. To detect SFW another procedure is used. After
integration, with the shutter closed, we clock phases 2 and 3 while leavinp phase 3 inverted as a barrier preventing charge from
transferring. If the CCD is SFW limited charge will get trapped at the Si-SiO1 interface under phases 1 and 2. Each time these
phases arc switched into inversion holes recombine with these trapped electrons, Eventually, ifthc device is clocked long enough
(a couple of seconds at 2000 Hz is satisfactory), the charge level will reach equilibrium at SFW (this same technique is also
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used to prevent blooming when the shutter is open). Signal is measured in the region representing a SFW data point. These two
measurement techniques are performed in series to generate the full well curve shown in Figure 8.
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FigureS. Full well characteristics as a function
of positive drive using PI clocking. BFW and
SFW rcg,irncs are indicated. Optimum full well
occurs where charge interacts at the surface
simultaneously when charge blooms over
barrier phases. Data was generated by a 1024 x
1024, 1 tl-rnicron pixel CCD. Optimum charge
capacity for the CCL) is 350,000 e-.
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Note in Figure 8 that optimum well capacity occurs when the collecting phase is driven to 2.5 V yielding 350,000 e-. At this
point BFW = SFW. Increasing the gale voltage above optimum moves the channel potential closer to the surface reducing SFW.
At some very high gate voltage (not shown on plot) the potential maximum reaches the surface at which point SFW = O. BFW
is extraordinarily high under this clocked condition since the potential difference between the collecting and barrier phases is
several volts. When clocked in the BFW regime the sensor will never run surface channel. Instead charge will bloom up and
down the channel. BFW is reduced to zero when the potential of collecting and barrier phases are equivalent (i.e., when all are
driven into inversion).

3.3.2 Full WCII process and design considerations

I’he discussion above demonstrates how the user optimizes full well performance by t}le manner in which the CCD is clocked
(additional discussions are given below). The CCD manufacturer also plays an important role in maximizing well capacity (Ref.
3). Different design and process methods are employed to accomplish this. The depth and doping concentration of the n-channel
are the two main process methods used to control full well. SFW and BFW both increase with channel doping, The amount
of charge that can be collected in a potential well is proportional to the number of icmized phosphorus atoms in the n-layer.
If the channel is lightly doped then the potential well will collapse fa\ter as electrons are collected (limiting BFW). Also the
rate at which the potential maximum moves towards the surface is faster for lightly ciopcd channels (limiting SFW).

CCD manufactures attempt to use maximum channel doping to increase charge capacity. IIowever,  there is a practical limit to
the doping concentration that can be employed. For example, as the doping level increases higher gate clocks are required to
control the collecting and barrier phases (both that stress the gate insulator). Channel depletion also requires higher bias to the
channel (i.e., V~~~). However, the main limitation is associated with tlie electric fields generated in the middle of the channel
near the surface where the fields are strongest. If the doping is excessive, high fields will generate dark spikes. In fact, fields
can be fabricated where the CCD avalanches, saturating tile CCD ]Iermanently.  High internal fields also make the CCD
vulnerable to radiation damage problems. For example, dark spikes arc generated when the silicon lattice is damaged and high
fields are present (i.e., field assisted dark current emission). Radiation sources, such as protons, induce lattice damage which
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in turn leads to dark spike problems (refer to Figure 5)

Channel doping also influences characteristics of the on-chip amplifier. The performance of this transistor will degrade if
channel doping is 100 heavy. This in turn results in higher read noise and nonlinearity for the device. To circumvent this
problem manufacturers dope the amplifier and array independently using different retitles. The Sand Box CCDS are fabricated
in this fashion where doping concentration of the array will be heavier than the amplifier to optimize charge capacity (1.9 x
10’6 cm-’ and 1.6 x 10” cm-’ total dose respectively).

Although not as influential as channel doping, SFW conditions improve when the n-channel is made deeper. ‘IIis  is
accomplished by an extended, high temperature cycle that drives phosphorus into the epitaxial layer. A deeper channel moves
signal charge away from surface improving CTE (suppresses traps) and SFW characteristics.

Channel doping for three-phase buried channel CCDS is limited to about 2.5 x 10]s cn~”3  (assuming box-like distribution - surface
doping is approximately 2x higher) before dark spikes and clock drive become uncontrolled. The WF/PC 11 and Cassini CCDS
employed channel doping of 1.6 x 10]6 cm-3 and a 45 minute/1075 C channel drive. Well capacity for the CCD, when clocked
Pl, is approximately 4200 e- per square micron of active channel (i.e., less channel stops). Both the Cmini and WF/PC 11 CCDS
were designed with 2-n~icron channel stops which encroach into the channel approximately 4-microns after processing. The
Cassini CCD is a 12-micron pixel and the Space Telescope a 15-micron pixel. Hence, full well for the Cassini and WF/PC 11
CCDS achieve a full well of 134,000 and 231,000 e- respectively.

It is interesting to compare full well performance for the original WP/PC I CCD to the new WF/PC 11 CCD fabricated 15 years
later. Recall from above discussions that well capacity for the WF/PC I was only 30,000 e-, a factor of 7.7 times smaller than
WF/PC 11 for the same size pixel. The full well increase has come from design, process and clocking improvements made over
the years.

3.3.3 MPP full well

When the first MPP CCDS were fabricated full well performance capacity was far from optimum. For maximum well capacity
the doping concentration (usually boron) beneath the MPP phase (typically phase 3 for a 3-phase CCD) must be carefully
selected. Without the MPP implant full well is zero since the channel potentials for all three phases are equivalent when
inverted, Adding boron compensates phosphorus atoms that define the n-buried channel. Boron causes the potential under phase
3 to decrease relative to phases 1 and 2 allowing charge to collect. Well capacity for a MPP CCD therefore initially increases
with boron concentration. }Iowever,  doping phase 3 compensates the phosphorus atoms that define the buried channel. This in
turn causes the potential maximum of the channel to move closer towards the surface lowering SFW capacity under this phase.
Optimum full well is realized when the charge capacity under phases 1 arid 2 equals the charge capacity of phase 3. Eventually
if all phosphorus atoms are compensated phase 3 operates completely sul-face channel yielding SFW = O (indicated in figure).

Figure 9a illustrates, with two curves, the characteristics described above by plotting full well as a function of boron
concentration, The first curve plots 13FW characteristics for phases 1-2 and the seccmd curve for SFW for phase 3. Charge
capacit)  for the CCD is determined by the lowest full well curve shown. Optimum full well occurs when SFW for phase 3
equals BFW for phases 1 and 2, a condition that manufacturers attempt to achieve when fabricating MPP CCDS. Channel doping
and drive also influence the optimum MPP implant employed, subjects discussed in ccmsiderab]e  detail in Reference 2.

Figure 9b plots full well as a function of gate voltage (phase 3) for five MPP CCDS (shown dashed in Figure 9a). Consider
sensor # 1 first. When Vv = -2 V the full well is zero because the chanrlel potentials are equivalent for all phases (i.e., MPP
phase 3 is high at -2 V and phases 1-2 are low and pinned at -8 V). This clocking condition will occur when readout
commences. Increasing the gate voltage results in greater charge capacit> for phase 3 again during readout, At Vv = O V phase
3 holds more charge during readout than phases 1-2 during integration. Full well becomes limited by these phases exhibiting
the flat response with increasing V,, as shown. SFW for phase 3 will eventually occur at Vv = 8 V. At this point full well
decreases ~s phase 3 is driven deeper into the SFW regime.

Nowr consider device #2 which employs more MPP implant. First note that full well = O when
compared to device # 1 because of the additional boron implant. Increasing the doping increases full

Vv=-l V,ashiftofl V
well for phases 1-2 because

tq
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Figure 9a. Full well for a MPP CCD as a
function of boron implant when clocked MPP.
Optimum doping is achieved when the charge
capacity under phases 1 and 2 during
integration equals the charge capacity under
phase 3 during readout. Doping beyond
optimum results in surface channel operation
for phase 3 and lower full well performance.
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Figure 9b. Charge capacity as a function of
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implants. The MPP implant for device 3 has +4 --
been optimized to yield the greatest full well ~ --
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amount of charge that can be stored in phases 23 --
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are limited by phase 3 and SFW during
readout.
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the barrier height increases under integration. SFW for phase 3 is offset by 1 V since more boron reduces SFW characteristics.
Therefore, both phase 3 BFW and SFW curves shift towards VOP, by the same amount. The implant used for device #3 is
optimum since BFW =- SFW for phase 3. Devices .#4 and #5 emplo>r an implant dose that yields a full well level less than
optimum (limited by SFW for phase 3).

3.3.4 MPP and PI clocking

Early MPP Cassini CCDS used a boron implant less than optimum, sipproxinlately 4.5 x 101s  cm-3 (optimum is 6 x 101s cnl”3
at 60 keV). MPP full well characteristics were therefore modest achieving only 30,000 e- (compared to 80,000 e- for an
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optimum implant). However, when the CCD is clocked PI a significant increase in full well is measured, approximately 110,000
e-. However, this full well is less than a non MPP CCD clockecl PI where 134,000 e- is achieved. This behavior is typical for
MPP CCDS. MPP well capacity is always less than non MPP devices when clocked 1’1. This is because the boron implant
reduces SFW and BFW characteristics for phase 3.

Figure 10 illustrates full well characteristics for a non MPP CC]> (sensor # 1 ) and three MPP CCDS (sensors #2, #3, and #4).
Sensor #2 is a Mf’P CCD that incorporates an implant less than optimum. As discussed above, full well for the CCD is limited
by the amount of charge that can be stored under phases 1-2 during intef:ration when all phases are inverted. However, when
clocked PI these phases are biased high allowing for much greater charge capacity. Under these conditions full well is
determined by SFW and E3FW characteristics for phase 3. The increa..e i[l full well is significant if the MPP boron dose is low
(dotted line in Figure 10). The MPP implant for sensor #3 is optimum. PI and MPP clocking yield equivalent full wells. Sensor
#4 dose is greater than optimum. Full well is dependent on SFW characteristics for phase 3. Hence, there is no advantage to
im~lanting a CCD beyond optimum.

13 I 1 I I I 1 I I m-l---r---r--r--l--’
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The Cassini MPP CCL) exhibits optimum MPP full well performance, Figure 11 plc)ts  full well characteristics for the device
ass a function of gate voltage for two operating temperatures. Data was generated using hfPP clocking, however, the same curves
are generated when P] clocking is used for reasons given above. Note that full well increases when operating temperature is
reduced. Full well in general is a temperature dependent variable. Strictly speaking, the onset of full well actually occurs before
the channel potential equals that of the surface (SFW) or barrier phase (RFW). As charg,e collects in a potential well it naturally
wants to come out. Two primary mechanisms are responsible for this action. First a repulsion force is generated between
electrons that are collected. This field attempts to force carriers out of the well. Second, electrons also gain energy them~ally
(i.e., lattice vibration). The energy acquired is not the same for each electron but is described by Boltzrnann’s  statistics. If the
energy kick is large enough the electron can bloom over a barrier field Electrcms can acquire as much as 100 kT (2.5 eV) if
sufficient time is given to acquire such energy statistically (hence full well is also time dependent). A similar process occurs
when a CCD goes SFW. Here charge that collects near the smface  (approximately 1000 A) can thermally hop into the Si-Si02
interface region where the first signs of SFW appear.

For some applications it may be desirable to only introduce a small MPP implant barrier to preserve full well perfom~ance but
still achieve the advantages of full inversion (although MPP full well will be modest). The user can command the camera to
clock the CCD either MPP or PI. For low dark current generation and low signal levels MJ>P clocking would be advantageous.
For high signals, requiring greater dynamic range, PI clocking could then be commanded.

The Sandbox CCDS will not include the MPP option for four reasons, l;irst, dark current will not be an important factor since
the CCDS will either be sufficiently cooled (e.g., -90 C operation for the Advanced (~amcra  CCD) or readout quickly (e.g.,
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30 frames/see for the Cinema CCD), both methods that suppress dark current to acceptable levels. Second, dynamic range is
important especially for the 9-micrcm  pixel devices. All CCDS will be clocked PI to achieve maximum well capacity. As
described above, full well is sacrificed when MPP is implemented. Illird,  although low dark current generation is desirable for
Advanced Camera and Pluto Flyby CC1lS we anticipate (based on WF/PC 11 experiences) that radiation dark spikes will be
generated when these CCDS go into space. Dark spikes will therefore limit dark curre~it generation requiring cooling below -90
C. Fourth, MPP operation can severely limit how fast a CCD can be readout, an effect described below. This last factor is
important to most Sandbox CCDS because they will be clocked at very fast rates in order to perform the frame transfer
operation.

Figure 11. Full characteristics for the Cassini
MPP CCD. This sensor was processed with an
optimum MPP implant. Full well characteristics
are the same whether the sensor is PI or MPP
clocked. Well capacity is dependent on
operating temperature as explained in text. At
room temperature full well is 82,000 e- for the
12-nlicron, 3-phase pixel.
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3.3.4 RX) protection networks

The  discussion above shows the importance of driving the CCD with bipolar drivers to achieve optimum full well performance.
Commercial CCDS ofien  use protection diodes in parallel with clock lines to prevent electro-static  damage (ESD). However,
driving these diodes negative (relative to substrate) causes them to conduct resulting in a short circuit condition. This results
in severe luminescence on the array (Ill) effect), not to mention the potential hal-m to the drivers and diodes. Also flight CCDS
must pass a DC probe short test. For example, JPL flight CCDS require that poly to poly or substrate shorts <1 M ohm (ideally
< 10 M). This inlpedance test cannot be performed if diodes are present because the. impedance of the diode would limit such
measurements. EIence, for these two reasons ESD diodes are not elnp]oyed for the Sandbox CCDS.

It has been often observed that when an FSD short does occur it is located at the edge c)f the array where poly lines drop from
the field oxide region down into the active region (i.e., the interface of the p+ moat). It is this region where oxide fields are
greatest when a high voltage spike is applied, An E;SD short is typically not a dead short but a relatively high impedance
leakage path where free carriers can be injected into the array. A bright column blemish or luminescence are signatures of a
ESD short if the problem is associated with the vel~ical registers. Clock drivers nor]milly can drive shorts of this type allowing
the rest of the array to be readout normally.

The gates of the Sandbox CCDS are somewhat protected, The protection network consists of a small p+ moat in series with the
aluminum bus line located near the bond pad. If a high voltage spike  does appeal damage will likely be induced in the network
and not on the array. Hence, charge injection and luminescence wi]] be minimized, Diffusions (e.g., Vw,~ and Vdd) are nOt
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protected since they are not ESD sensitive (relatively speaking).

4. HIG1l SPI?EI) C L O C K I N G

The Pluto Flyby, Adapt 11 and Cinema CCDS will be clocked at a very high scan rate to perform frame transfer. The transfer
time into the storage sect ion wi 11 be performed 100 times faster than the longest integration time to suppress smearing. For
example, the integration time for the Cinema CCD is approximately 1/30 of a second. Therefore, a frame transfer time on the
order of 0.33 ms is required, a line transfer rate of 0.32 micro.sec  to transfer 1024 lines.

A number of interesting limitations develop in the CCD when lines are transferred at this rate. First, well capacity decremes
as transfer rate increases. Figure 12 plots well capacity for a 1024 x 1024 Cassini CCD as a function of clock potential (+VV)
with P1 clocking employed. A family of curves are presented fol different line transfer periods (the shortest equal to 0.55 micro-
see). Data is collected in the following manner. The CCD is first erased of all charp,c. Then a 100 x 100 pixel region is
illuminated at the top of the array (coordinates approximately 750 x 750). The illumination level is slightly greater than
optimum full well. The CCD is clocked vertically 512 times with the line time indicated and data discarded. The remaining 512
lines, still in the array, are then clocked out slow-scan (20 ins/line at 50 kpixels/see). ‘l’he average signal level is then measured
with a computer and plotted. As seen in the figure, well capacity is optimum for line trarisfer periods > 1 rnicro-sec.  This occurs
at +-V~ = 3 V and is where BFW = SFRr, For shorter periods full well degrades and the optimum point moves to a higher clock
potential.

Figure 12, Well capacity as a function of clock
voltage and line transfer time for the Cassini v
imaging CCK1. When line rates become faster o.-
thrm l-micro-see the full well curve begins to x

I
change shape as demonstrated here. Clocked a

J-too fast causes charge to bloom backwards -1
from transfer direction. Optimum full well *
occurs at a higher clock voltage at a reduced -1-1
level. Charge packets less than full well can be 2LL
transferred at the speeds indicated without
difficulty.
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Degradation of full well observed in Figure 12 is attributed to fringing fields between phases (refer to top illustration in Figure
13). Fringing fields play an important role in transferring charge. Wit}~out these fields charge only moves by thermal diffusion
aided by self repulsion. Fringing, fields  are greatest when the poterrtial wells are empty. As charge collects the potential
difference between phases decreases resulting in smaller fringing fields. It is for this reason why it is easier for the CCD to
transfer a smaller charge packet than a large one. As full well is approached frinp,ing fields essentially disappear. Under full
well conditions extra time must be given to allow charge to thermallj diffuse from phase to phase, If the clocking rate is too
fast charge will bloom backwards as illustrated in the lower illustrati[m of Figure 13. Figure 14 presents three column traces
for the CCD characterized in Figure 12 demonstrating that charge always blooms opposite to transfer direction when the CCD
is clocked too fast. Charge moves flom  right to left in figure.
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Fig,ure 13. ~’op illustration shows  r e l a t i v e
fringing field strength for art empty and a full
potential well. When a well is filled with
charge the potential difference between the
collecting phase and barrier phase is much
smaller compared to when it is empty. This
reduces the electric fields between them.
Charge that remains in a collapsing phase that
was full must primarily transfer by thermal
diffusio[l and cannot rely on fringing field..
Smaller charge packets receive the benefits of
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-. transferred much faster. The bottom illustration
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~-; collapsing phase blooms backwards.
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Figure 14. Data taken from the same CCD as ~
Figure 12 showing that blooming caused by ~ 4
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Fringing fields can be increased by elevating the clock potential (i.e., Vv).  Ful] well will increase initially until SFW is reached
at which point it then decreases. This effect is observed in Figure 12. Note also full well characteristics are independent of clock
rate when SFW limited.
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Figure 15a is an x-ray response exhibiting perfect CTE for a line transfer rate of only :!00 ns. The charge packets transferred
are very small (1620 e-). As Figure 12 shows CTE should be well beliaved when charge packets this size are transferred.
PISCES modeling programs predict that CTE will bcccmle  limited for line times of a few nano-seconds for the CCL) tested.
Unfortunately it is very difficult to generate three phase clocks this IIarrow to verify this prediction. For signals of this
magnitude CTE is not limited by the CCL) but by the clock dlivers.

Figure 15b shows an x-ray response when the horizontal clocks are only switched from -0.5 V to + 0.5 V. Fringing fields under
these clocking conditions are very small. CTE is well behavecl  as long as the clocks are slow (less that.1 M pixel/see).

5500
E

,.
,Fe55 200 ns

Figure 15a. HCTE Fe-55 x-ray response for the
Cassini C(’D. Ideal VCTE is demonstrated.
Lines are transferred at 200 ns, much faster
than the rates tested in Figure 12. In that the
maximum charge level is only 1620 e- fringing
fields  are primarily responsible for transferring
charge. Theory indicates that line times ten
times faster than this are possible in transferring
x-rfiy events this small.
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Figure 15b. HCTE Fe-55 x-ray response for the
Cassini CCD. In this test the horizontal clocks
only swing 1 volt. This effectively reduces the
fringing fields and transfer speed. Data was
collected at 50 kpixels/sec  using 8 micro-see to
make a pixel transfer. Rates faster than 0.1 M
pixels/see will result in degraded CT.E
performance. Increasing the clock swing
amplitude allows faster transfer rates.
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The data shown in Figure 12 was generated for a thme-phase 12-rnicron pixel allocating 4 micronslphase. It is more difficult
to transfer charge when pixel dimensions increase in size since fringing fields are less influential in the center of a phase (for
an empty well a fringing field may extend a couple microns into an adjacent phase). Figure 16a plots well capacity for a 15-

micron pixel CCD (1024 x 10Z4, 3-phase CCD). Note that full well bepins to degrade fclr a longer line transfer period compared
to a 12-n]  icron pixel. Jigure  16b shows full well characteristics for a 7.5-micron pixel (800 x 800, 3-phase). Charge transfer
for this CCD is much faster. Full well reduction does not take place until the line tirnc is shorter than 300 ns. Figures 12, 15
and 16 show that CCIJ speed is limited by pixel size and charge level transferred.
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16b. Ilig,h speed full well curves
generated by a 7.5-micron pixel WF/PC 11
CCII. Note that the full well curve does not
begin to change shape until line times shorter
than 0.55 micro-see are tested. ‘l’he gate length
for this CCD is small (2. S-microns) resulting
in strong fringing fields at the center of a phase
resulting in greater speed. High speed CCI>S
are typically small pixels devices unless rnuliple
phases are used to shorten gate length.
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Figure 16a, IIigh speed full well curves
generated by a 800 x 800, 15-micron pixel
W’F/E>(: 11 CCD. Note that full well degrades
for a lon~,er line time compared to Figure 12
(g,eneratcd  for a 12-micron pixel device).
Fringing, fields only extend into a neighboring
phase b}’ a couple microns when the phase is
empty. W’hen the gate length is increased the
fringi]ig field strength at the center of the phase
is reduced, Charge there must transfer by
diffusion increasing line time requirements.
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MPP CCDS clocked fast-scan typically exhibit CTE: problems. The clifficulty has been traced to the MPP implant itself. During
high temperature processing the MPP implant encroaches under adjacent phases (i.e., phases 1 and 2). I’his effect decreases the
potential at the edges of these phases generating a small but irrfluelftial potential barrier to electrons. When phase 3 is empty
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these barriers are overwhelmed by fringing fields and charge transfer is we]] behaved. However, as signal electrons are collected
the fringing fields collapse and the barriers become  apparen( making it more difficult tc) transfer charge. Therefore, the full
effect of this prOb]em  becomes present at full well conditions where frinfing  fields are smallest. Charge can only escape over
the barriers by thermal diffusion. Since the potential associated with the barriers are probably many times greater than kT/q,
significantly more transfer time is required compared to CCDS without MPP.

Figure 17 shows full well characteristics for a 12-micron pixel MPP Cassini CCD. Note that transfer speed is significantly
reduced compared to the Cassini CCD characterized in Figure 12 without MPP (for the same pixel size). In fact, optimum full
well is never achieved for the longest transfer times tested. For this rea~on alone MPP technology is not incorporated in the
Sandbox CCDS because transfer times less than 1 micro-see are required.

Figure 17.
generated by
pixel). Note

30

28

26

24
High sptxd full well c u r v e s 22
a Cassini MPP CCD (12-micron
that the curves are considerably 20Q

different than the full well curves shown in
Figure 12 for a non h4PP CCD. As the text
explains, the MPP implant slows down transfer
time. Line transfer periods > 10 micro-see ate
required before full well characteristics
stabilim.  Vertical pixel summing in the
horizontal register is used to readout the CCD
yielding full well figure-s approximately three
times shown in Figure 11 (data collected at 300
K).

1:~, 14
3_, 12
=’
- ) 10u

8

6

4

2

0

~

6 ~S

3
2

1.2

0.86

– Vv . –W

MPF’
12-M ICF{ON PIXEL -1

. L-L-L .1. J.. _L.._LJ__L I I 1 I I f
2 3 4 5 6 7 8  910

VERTICAL VOLTAGE , +Vv

The responses presented in Figures 12-17 were generated by relatively small CCIJ arrays (i.e., < 1024 x 1024). When larger
arrays are characterized another high speed effect comes into play. Using the same test in.g sequence as described above, Figure
18 plots full well characteristics for a I,oral Fairchild 2048 x 2048, 1 f-micron pixel h4PP CCD tested at two line times (30,
and 6 micro-see). Also two regions of the CCD are interrogated, the center and edges of the array (indicated by “C” and “E”).
Note that full well characteristics for the center of the CCD are worse t)jan the edg,es. This is because the narrow clocks applied
do not make it to the center of the array properly. The poly resistance of the gate e]ectrocles  and associated capacitance reshapes
the clock reducing its amplitude (specifically the positive level since the negative side is driven deep into inversion). Although
one can increase the clock voltage to reoptimize  the center region of the CCD the edges would be driven into SFW. Each
column of the CCD therefore has a different full well signature and optimization curve.

Figure 19 is a horizontal line plot for the same CCD characte~ ized in Figure 18. The device is stimulated with a slant bar target
in the region covering 1850 (H) x 2048 (V) pixels and driving it at 1(1 nlicro-sec/line (again using the same testing sequence
described above but using a slant bar target). Ideally a flat response should be observed at the full well level indicated. However,
as we move towards the center of the device full well decrc.ases bectiuse of the poly resistance effect. Curiously there is an
“extra dip” in full well at the left side of the chip, in this location thert is a high impedance gate short associated with a single
pixel. This short effectively lowers that gate voltage at the site and sutroundin:  regions (the CCD is driven from both sides of
the array). At slow-scan rates this problem is not apparent but becorrles  obvious for line rates <30 nlicro-sec/line.
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Figure 19. A slant-bar stacking response
generated by the CCD tested in Figure 18. The
vertical clocks swing from -8 V (inverted) to
+ 5  V using a ] O micro-scc  line time. These  set ‘O
of conditions limit full well performance over ~
the array (refer to Figure 18). Note that full I

well decreases towards the center of the CCD ~-
because of the R-C clock filtering effect. In 5
addition, a high impedance short is found on ~
the left hand side of the array which perturbs m
the clock amplitude limiting speed in this
location,
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Figure 18. High speed full well curves
generated by a 2048 x 2048, 15-micron pixel
MPP CCD. Data is taken at the edge of the
array (labeled “E) and the center of the array
(la&led  “C”). The edge is primarily limited in
speed because of the MPP implant and the
relatively large gate lengths employed (5-
microns). line transfer periods greater than 30
micro-see arc required to deliver optimum
performance. The center of the array exhibits
an additional problem caused by the long gate
elect rodes that feed the array. The poly
resistance and capacitance associated with the
gates results in a distributed R-C filtering effect
that reduces clock amplitude and full well
performance.
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In summary, the CCD characterized in Figures 18 and 19 exhibits four high s~e.ed difficulties: (1) the fringing field problem:
(2) the MPP barrier problem; (3) the poly-resistance/capacitance  p! oblem-and;  (4) a high impedance gate ~hort problem. The
first difficulty results in blooming over the entire array and depends on pixel si~.e. The second effect also causes similar
blooming characteristics but is only assc)ciated with MPP devices. The third difficulty causes a shift in the full well curve
towards a higher gate voltage when moving towards the center of the chip. The fourth difficulty is a localized problem and
depends on the severity of the short.
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The Sandbox CCDS were designed and will be processed to minimize these problems m much as possible. First, as mentioned
above, MPP technology will not be employed. Second, either small pixels (e.g., 9-micron pixels for the Cinema CCD) or
multiple phases (e.g., six phases for the Adapt 11 and Mach 11 CCDS) are usecl to inc!ease fringing field strength, Third,
aluminum bus lines are designed into the array to reduce the poly resistancecapacitance  problem. For example, the Cinema CCD
uses aluminum bus lines that are brought into the array every 256 columns and are strapped to the poly lines to reduce poly
resistance. The fourth problem will be screened through testinp,.

S. QUANTUM EFFICIENCY

5.1 Introduction

To achieve the highest sensitivity possible, the Advanced Camera and 13i[’, CIT CCDS will be thinned and illuminated from the
backside. This technique avoids the problem of photons being absorbed and lost in the flontside  gate structure. Thinning also
improves sub-pixel QF, uniformity.

S.2 .4dvanccd  Camera CC;I)

Thinning will be performed by EG&G Reticon by standard techniques of chemical etching. Prior to thinning, the CCDS will
be bonded to, and supported by, a glass substrate that covers and extends slightly beyond the pixel array. An unthinned border
outside the pixel array will allow bonding of wires to the bond pads. I’lle supporting?, substrate is necessary to strengthen the
CCD to avoid damage during ground handling and launch, and to ensu~e flatness.

Thinning leaves a free silicon surface that oxidizes on the backside, lealing  an accuniulation of positive charge at the Si-SiOz
interface. This charge creates a potential well at the back surface which traps photo-electrons, preventing them from reaching
the frontside potential wells. This effect significantly reduces QE: perfornlance for photons that do not penetrate deeply into the
silicon (i.e., short wavelength photons). Also the QE varies (i.e., hysteresis) when signal charge is collected in the backside well.
This highly undesirable characteristic can bealleviated by a number of different passivation  methods (e.g., backside charging,
flash gate, biased flash gate, ion-implantation). For the Sandbox CCDS we will accumulate the backside using molecular beam
epitaxy (MBE) delta-doping (Ref. 4).

The delta-doping method utilizes MBE to form a uniform and stable 1/3 rnono]aycr of pawivating boron atoms, on a 1 -nm thick
M13E grown silicon lattice both residing on the backside surface of the CCD. A thin layer of silicon is then grown on top of
the boron layer. Advantages of the MBE approach are: (1) the boron la~er can be precisely targeted to lie at a depth such that
very strong electric fields are generated at the immediate surface that accelerates signal electrons to the frontside; (2) passivation
over the area of the CCD is highly uniform; and (3) the boron atoms rel)lace silicon atoms without distorting or damaging the
silicon crystalline structure, so that annealing is unnecessary (required for ion-implantation). This technology achieves the “QE
pinned” condition achieving 100 V. internal QE;. More-over the QE is uniform and stable over periods of many years (likely
indefinitely).

An AR coating of SiO will be applied to the silicon surface to reduce reflection loss in the visible spectrum. The AR coating
is expected to increase the overall QE of the device by a factor of at)out 1.4 in the visible wavelength range compared to
noncoated CCI)S.

}Iigh sensitivity for the Advanced Camera CCD must extend over a b[oad wavelength range (1 100-11,000 A). Unfortunately
an efficient AR coating to cover this range has not been developed into the far LJV. Iherefore, a phosphor (Iumogen)  coating
is used, the same coating that is used on the WF/PC 11 and Cassini CC] )s. The phosphor works by absorbing short wavelength
photons (<4800 A) and re-emitting  thcm at visible wavelengths (5400 A for Iumogen). I’he phosphor and AR coatings work
together to enhance performance across the entire wavelength range and pem~its  the (C1 ) to be optimized for visible wavelength
sensitivity. At visible wavelengths, where the phosphor is transparent, the AR coating enhances QE in the conventional way.
In the LJV and ELJV, the phosphor absorbs photons and re-emits them at a wavelength where the AR coating is optimized (i.e.,
5400 A).



The photon re-emission for the phosphor is geometrically isotropic, so that half the re-emitted photons are directed away from
the CCD. Thus, at best the QE in the regicm where photons are absorbed by the phosp}lor  (1 100-4800 A) is one-half the QE
where the photons are re-emitted (5400 A).

Figure 20a presents an experimental QE plot generated by a backside illuminated WF/PC 11 CCD using the thinning and
accumulation recipe described above. The CCD was thinned to approximately 8-microns which essentially thins the backside
to the frontside depletion edge (the sensor is fabricated on 30-50 ohln-cnl. silicon). Note that the sensitivity below 4800 A is
essentially flat and is approximately half the QE achieved at 5400 A. Also plotted in Figure 20a is a theoretical QE curve
generated with an AR coating but without a lurnogen layer. The paratneters used best describe the WF/PC 11 CCD (7-microns
of depleted material, 1-micron of field free material, QE-pinned,  and 550 A of SiO). Note that sensitivity for the experimental
CCD is lower than theory between 3000-6500 A primarily due to the lumogen layer and associated isotropic problem discussed
above. However, below 3000 A sensitivity is greater because of reflective and absorption loss related to the AR coating.
Lumogen remains high (down to approximately a wavelength of 500 A at which point the phosphor becomes transparent.

Also note that theory and experiment differ in the near IR. There are two possible explanations for this observation. First, the
device may be slightly thicker than 7-microns resulting in slightly higher QE lorq?ward  of 7000 A. Second, the QE model
employed (Ref. 5) does not include a reflection component at the frontside surface. That is, when near IR photons pass through
the CCL) some photons are reflected back from the front and make a second pass through the membrane again. l’his effect
would increase sensitivity. In fact multiple passes result in fringing for the device always seen in the near IR for rear-illuminated
ccrh.
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Figure 20a. QE curve generated by an
expcrinmnt al bacIcside  illuminated, MBE
accurnula  ted, Sio A R  c o a t e d ,  lumogen
phosphor coated, WF/PC 11 CCD. The AR
coating thickness was adjusted to yield the
highest Q13 possible at 5400 A, the wavelength
where lumogen fluoresces. The sensitivity in
the UV (< 4600 A) is approximately half of the
QE achieved at 5400 A. The theoretical QE
curve shown uses parameters that best describe
the CCD without a phosphor coating. Note the
sensitivity is very poor shortward of 3000 A
where the AR coating becomes opaque. For
this reason a phosphor coating is used on some
Sandbox CCDS for extended response into the
far UV. Lumogen responds to 500 A where at
this wavclengtb becomes transparent.

It is important that the Advanced Camera be thinned and backside illuminated because of the 9-micron pixel size employed.
Figure 20b shows frontside QE responses for the Cassini and WF’/PC 11 CCDs in the far LJV (both CCDS are coated with 6000
A of lumogen). The response for the Cassini CCD drops at 1800 A w]lere the quartz window above the CCD becomes opaque.
Similarly the WF/PC 11 response degrades below 1500 A where a MgFz window  becomes absorbing.  Note  the QE for the
Cassini CCD is lower than the WF/PC 11 device. l-he difference is because the W1’/PC 11 pixel is 15-microns whereas the
Cassini CCD is 12-n~icrons.  As the pixel dimensions shrink in size the gate overlaps become a greater portion of the pixel
decreasing sensitivity. A gate overlap of 1 -micron is used for all CCDS. Projected frontside UV QE for a 9-micron pixel is only
6 ‘%. considerably lower than the WF/PC 11 CCD (14 VO).  EIence, thitlning is required if the Advanced Camera CCD is to out
perform the WF/PC 11 CCD. Figure 20a shows that QE; will be in excess of 30 Y..
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5.3 C1’r ccl)

The Big CIT will be thinned and processed in the same fashion as the Advanced Camera CCD except that the lumogen layer
will not be deposited. The CCD will be used in ground-based astronomical applicaticms, and therefore, UV sensitivity only needs
to be high to 3000 A (the wavelength where the atmosphere cuts off).  The expected QE for the CCD will follow close to the
theoretical curve shown in Figure 20a (the AR coating will be slightly thinner to boast LJV QE performance with some sacrifice
in the visible).
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Figure 20b. Expcrimenta]  QE plots generated
by a WF/PC 11 and Cassini frontside
illuminatfid lumogen coated CCDS. The WF/PC
11 response is higher because the pixel is larger
than the (hssini  CCD (l S-microns compared to
12-n~icrons). Gate overlap (approximately 1-
micron) between phases  becomes a greater
percentage. of pixel area for smaller pixel
de.victxs reducing QE at 5400 A. For small pixel
(< 12-n~icrorus)  devices that are coated with a
phosphor this effect becomes important
requiring thinning and backside illumination.

Curiously, read noise for the CCD is still limited to more than 1 e“ rms for slow-scan operaticm. Some CCDs exhibit noise floors
as low as 1.5 e- slightly better than the first lightly doped drain (LDD) CCDS fi~bricated several years ago. Flicker (l/f) noise
generated by the on-chip amplifier limits read noise. Many theories ha~’e been presented to explain where I/f noise is actually
generated in the output MOSFET. One popular theory is that carriers tt,at make up the drain current tunnel between the buried
channel and surface states primarily near the source of the MOSFEr. Presumably, the trapping and detrapping of charge at the
interface is the noise voltage associated with I/f noise. Although this theory may be correct a solution to eliminate I/f noise
is not forthcoming. Nevertheless, 1 /f noise has been reduced compared to MOSF’ETS fabricated in the past by improved surface
passivation techniques (the corner frequency for 1/f noise is approximately 50 kl-tz al room temperature). lt now appears that
a l/f limit has been reached, and therefore, we must live with l/f noise and remain slightly above 1 e-.

Float ing gate technology has allowed the CCD to circumvent the 1/f noise problcm by reading pixels nondestructively
(amplifiers of this type are called Skipper amplifiers). Multiple samples of a pixel are averaged together to improve noise
perfom~ance (noise is reduced by the square-root of the number of samples taken). The technique is very effective and has
allowed noise levels of 0.3 e- rms to be achieved thus breaking the 1 e- barrier, ]:’or best results the CCD video signal is
processed using the technique of correlated double sampling (CDS). An optimum sample-to-sample time is found for best S/N!
depending on spectral noise characteristics of the output amplifier (i.e., white and I/f). We. generally find for todays CCDS that
when sample times > 4-micro sec that cor~ elat ion 1/f noise frequent ies begins tcl be lc)st, At this point read noise does not
decrease by the square-root of sample-to-sarnp]e  time because of 1/f noise skirt. I“hcrefore, multiple samples are taken using



a sample period of 4-n~icro sec.

The general trend for reducing read noise at the manufacturer has bee]) to increase the sensitivity of the output amplifier (i.e.,
en/V) without significantly increasing white and I/f noise. This has been accomplished by primarily reducing gate capacitance
of the output amplifier. l-his is accomplished by reducing its size and using LDD technology. Although I/f and white noise has
increased slightly in the optimization process the net noise (in rms e-) has been reduced due to the sensitivity increase.
Sensitivity is approxinlately 4 micro-V/e- for 2-3 e- amplifiers, about a factor of 10 times higher compared to the WF/PC 1 CCD
which exhibited a read noise of 13 e“ rms. Increasing the sensitivity any more than this results in a significant l/f and white
noise increase and a corresponding increase in read noise.

As mentioned above, read noise for high perfomlance  floating diffusion CCD amplifiers is about 2 to 3 e- rms. Skipper
amplifiers typically require between four to nine sanlples/pixel before a 1 c-noise floor is achieved. Two Sandbox CCDS
(Adaptive Optics and Advanced Camera) will utilize Skipper amplifiers. The current V’F/PC 11 CCD is achieving 4-5 e“ (about
3 times better than the WF/PC 1 CCD). The Advanced Camera CCI 1 employs twcl floating diffusion amplifiers for single
sampling that should yield 2-3 e- improving noise by a factor of 1.5 o] more. The device also employs two Skipper amplifiers
for improved noise performance if desired.

The sensitivity improvement has resulted in a side problem related to linearity. As the sensitivity increases the voltage swing
on the gate of the output MOSFET increases. This swing can be quite large if the CCD is used over its full dynamic range.
For example, the Cassini CCD exhibits a sensitivity approximately 4 micro-V/e” and a well capacity of 134,000 e- thus swinging
the gate by -0.54 V. This voltage variation results in a nonlinearity because the gate bias point for the amplifier shifts slightly
to a new gain level. The Cassini CCD is limited to approximately 130,000 e- before a nonlinearity of 1 0/0 sets in. The on-chip
amplifier therefore exhibits a dynamic range of its own bounded by a I inearit y requirement (the dynamic range for the Cassini
output amplifier is approximately 26,000 assuming a read noise of 5 e-). Nonlinearit~ is not a problem for the 9-nlicron pixel
Sandbox CCDS because full well is less than the Cassini C(’1) (approximately 60,000 c“). The amplifiers are nearly identical
in size and input capacitance.

The Cinema CCD uses a three-stage output amplifier for high speed operation (I:igure 1 a). 7’he first stage MOSFET is extremely
small in size and will exhibit high sensitivity (z 8 nlicro-V/e”).  Because of its size the amplifier will exhibit a high I/f noise
cut-off frequency. However, the horizontal register will be read out a approximately 8 Mpixels/sec  requiring a sample-to-sample
time <50 ns. Therefore, l/f noise will be correlated and removed by CDS. The secmld and third stages are used to increase
bandwidth and drive characteristics.

7. 10 NIZINC; RADIATION DAMAGE

7.1 Introduction

This section briefly discusses some new concerns in reference to ionizing radiation damage for the CCD. Much could be said
about this field of study because it is still unfolding, Discussions p,ivelt in this section are important to the Advanced Camera
and Pluto Flyby CCDS because they will be used in space where hig}l energy radiation sources are found.

7.2 Full Well

Figure 21 shows a full well plot generated by a Cassini MI’]’ CCD I)efore and after being irradiated with 6 krad of CO-60
gamma-rays. A significant full well loss is observed considering the device was exposed to such a small amount of radiation.
Also note that the optimum full well point shifts towards a higher Kate voltage (2.2 V to 3.8 V), opposite to the expected
direction. Flat-band shift is always negative for CCDS because radiation induces positive charge in the gate oxide. For example,
a flat-band shift of -0.6 V was measured for this CCL). These peculiar results are now explained.

Figure 22 shows a cross-section view for the Cassini MPP C(D Iookitlg up the signal channel. The region where the channel
stop and signal channel converge is refemecl to as the “birds beak” region. The field oxide over the channel stop region is
approximately 20 times thicker than the gate oxide. During irradiation t)le field oxide absorbs more radiation than the gate oxide.
In turn the flat-band shift in the field oxide region is greate~ than corllpared tcl the nliddle of the channel.
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Figure 21. Full wcllcharacteristics  fora MPP
Cassini CCDbefore mdaftet being irradiated
with 6krads of 2 MeV gamma-rays. Full well
degrades because of a significant flat-band shift
that develops near the channel stop region as
discussed in the text. The device was biased
during irradiation which intensifies the
problem.
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Figure 2?J demonstrates the magnitude of shift that occurs in the birds t,eak region after the CCD is exposed to a small amount
of radiation. Figure 23a plots dark current as a function of -Vv when the gates to the uJ~per half of the may are grounded during
irradiation. Figure 23b is a similar plot except that the lower half of the array is bimed at - $1 v (the C’D is designed  as a frame

transfer device so split bias during irradiation is possible). A baseline response is shown in both figures before irradiation. These
responses show that the inversion point occurs approximately at Vv : -6.0 V, After irradiation the inversion point shifts due
to positive charge build-up in the oxide. The shift is significatlt  for the hissed portiotl of the CCD (for reasons explained below).
The shift in both cases is much greater than the flat-band shift related to the channel itself (-0.6 V).

Knowing these effects we return to the full well issue presented in Figure 21. Fi.gurc  -94 presents PISCES potential diagranls

for the Cassini MPP CCD. The top diagram plots the channel potential for a non h4PP phase beginning in the center of the
channel (labeled x=2.6 microns) and moving towards the bi]ds beak rwgion (x= 0). The analysis assumes a flat-band voltage of
zero volts (i.e., pre-irradiation) and a gate potential of-8 V. Note the channel potential is maximum in the center and collapses
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Figure 23b. Tim same data plots as Figure 23a
except the gates are bimed  at -9 V during
irradiation as opposed to ground potential. Bias
to the CCD separates electron-hole pairs
generated in the gate insulator during
irradiation resulting in less pair recombination
and more damage. The resultant damage is
considcra bly more than the unbiased case
shown in Figure 23a. The 6 krad curve shows
that the flat-band shift is significant possibly as
high as 15 V in the region. Flat-band shift in
the center of the channel is only ().6 V.

Figure 23a. Dark current plots as a function of
negative clock drive for three CO-60 irradiation
levels. Note that onset of inversion requires
additional drive for increasing amounts of
radiation. At 6 krad the shift is 2.5 V, greater
than the a 0.2 V shift measured in the center
channel. A short high temperature anneal is
performed after 2 krad which increases dark
current for reasons explained in text (i.e.,
reverse anneal ing).

—-—.

–-—  L..-–.-- . . . . . L__~
–3 -4 -5 -6 -7 -8 -9 -1 (

VER1 ICAL VOLTAGE, -Vv

to zero at the channel stop region. The lower diagram plots potentifil for the MPP phase with oxide charge added thereby
simulating radiation induced charge. Note that the potential now increases as we approach the birds beak because the pinned
condition cannot be maintained due to positive charge build-up (gate potentials as high as -24 V are required to pin the region).
As discussed above, full well is determined by the potential difference betweerl the MI’P phase (phase 3) and non MPP phases

—



(phases 1 and 2). As indicated in the figures after irradiation only a 0.7 V barrier is left (compared to a 2 V difference). Hence,
BFW is reduced considerably near the birds beak compared to the center of the channel (refer back to Figure 21). Since BFW
is reduced the optimum full well point shifts towards SFW.
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Figure 24. PJSCF~ modeling data showing
potential plots for the signal channel and the
birds beak region. The top potential plots are
for a non hlPP phase without oxide charge.
The potent ial at the center of the channel
(x=2.6) is 4.3 V and the channel stop region
(x=O) is O V. The lower plot shows the
potential distribution after oxide charge, Qf , is
added simulating radiation induced charge.
Note that the potential in the birds beak region
is now much greater because of positive charge
build-up in the region (the region becomes
unpinned for the gate voltage applied). Ftat-
band shift in the carter of the channel is small
and negligible. The potential difference
between phase 3 and phases  1 and 2 is
therefore reduced considerably. premature
blooming occurs along the edge of the channel
stop region reducing
performance. (Figure 21).
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The inversion and full well problems caused by radiation can be reduced by employing a super notch structure as shown in
Figure 25 (the “notch” structure indicated is employed to reduce bulk traJlping ~ an effective technology). Super notch effectively
isolates the birds beak region from the signal channel. For example, Fip,ure 26 plots dark current as a function of negative drive
for different super notch widths ranging from 2-15 microns (pixel pitch is 18-microns based on a 4-micron channel stop before
processing). The test CCD was only slightly damaged with radiation to demonstrate flat-band shift at the birds beak region. Note
when the channel butts up to the channel stop (i.e., 15-micron super tlotch) that it is difficult to invert the CCD requiring a
negative drive voltage of -10 V. }Iowever,  when the chann?l  is pushed back by 4-microns from the center of the channel stop
inversion is controlled (requiring -6.5 V).

The penalty paid in implementing super notch is a reduction in full well because the width of the signal channel is reduced.
Figure 27 plots well capacity for the same CCD. Full well is reduced from 270,000 c- to 195,00 e- when a 10-micron super
notch is employed. The Sandbox CCDS will not employ super notch because of full ~rll  reasons. However, the studies above
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(and below) have guided us around the birds beak flat-band shift problem by the manner in which the CCD is clocked as
discussed in the next section.
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Figure 26. Dark current plots demonstrating the
benefits of super notch after the device is
exposed to a small amount of ionizing
radiation. Various super notch channels are
investigated on this test CCD that gradually
show the isolation effect as the width is varied.
A 15-micron super notch overlaps the channel
stop and provides no isolation. In this case it is
difficult to control inversion requiring a clock
drive > -9 V. However, as the super notch
width is made smaller isolation is achieved. A
width of 10-microns provides good isolation,
approximately 1-micron removed from the
channel stop after processing.

7.3 Reverse Annealing

Figure 25. Super notch structure used to isolate
birds beak and signal channel. The technology
reducess  flat-band and inversion problems
induced by radiation. The buried channel is
defined by a separate mask leaving sufficient p
materia  1 bet wecn the p+-channel  stop and n-
buried channel regions. The “notch” structure
also shown is another mask used to implant the
signal channel dczper and provide a smaller
channel to transfer small charge packets. The
notch is often used to reduce CTE trapping
problems for ultra-large CCD arrays or devices
used in radiation environments.
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Dark current results for the 4 krad and 6 krad curves presented in Fipure 23 are actual Iy much worse than shown because of
an interesting effect referred to as reverse annealing,’ Note that a significant shift occurs for the 2 krad curve after the CCD was
annealed at +50 C for 2 hours. Annealing was not performed after tt!e 4k and 6 krad doses but given time they would shift
significantly also.

Reverse annealing is a radiation effect that has been recently studied in detail for the Cassini  and Space Telescope projects. It
appears to be a very complex, long teml chemical reaction associated that takes place in the gate insulator immediately after
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Figure 27. l;uII well line trace generated by the
same kxt device  as Figure 26 designed with
different super notch widths in columns 0-500.
Note as the width of the notch decreases a
corresponding decrease in full well is
experienced. Good channel stop isolation
requires a 10-micron super notch. Full well is
reduced from 270,000 e- to 195,000 e- when
this super notch is employed. Super notch is
not used in the 500-1000 column region. In this
area the channel stop width is varied from 1-
micron to 16-microns and is used to find the
minimum channel stop width. For the CCD
process used 2-n~icron  channel stops are
sufficient

PIXELS

irradiation. Similar effects have been observed in other types of MOS devices and various models presented (Ref. 6). We briefly
present one of these modeis  here that appears to fit our observations.

The process begins when radiation induces electron-hole pairs in the g,ate insulator (wavelengths shortward of 1800 A where
oxide absorbs incoming photons). Most of these carriers recombine, however, some holes remain and slowly diffuse in the
insulator. Through several chemical steps the free holes generate H’ ions in the layer. l“hcse ions diffuse towards the Si-SiOz
interface and attack it with the following reaction taking place:

3H-Si-H -t H+ -t e’ = 3H-Si-H -t H’ = 3H-Si- + H,

where 3H-Si-H is a hydrogen passivated trap (after device fabricatioli  the CCD is passivated with hydrogen gas at a high
temperature to reduce interface state density). The free electrcm in the equation comes fr orn the silicon substrate via tunneling.
Note the end result of this process is a dangling boncl or interface state.

The hydrogen ion diffusion process takes time and is exponentially deperldent on operating temperature. For example, We project
that 4k and 6krad dark current curves shown in Figure 23 would require several years to stabilize at room temperature.
However, warming the CCD to +50 C reduces this time to a couple of hours. Once fornicd, the new’ states increase dark current
generation.

it is not too surprising that the amount of reverse annealing measured is also dependent on bias conditions to the CCD because
holes and ions are both charged. For example, when a negative bias (relative to substrate) is applied an electric field is generated
that attracts the H+ ions to the gate instead of to the interface stopping the reverse annealing effect. However, biasing the CCD
positively repels the ions to the interface accelerating the reaction. Fig,\ Ire 28 shows how reverse annealing is controlled by the
bias applied to the CCD during annealing after the sensor is irradiated. In this experiment the CCD is first irradiated with 2
I-a-ads of 5.9 keV x-rays, The CCD is then heated to 60 C and the darh current monitored (top plot). A region that is shielded
from the x-rays and not damaged (bottom curve) is also measured to COI rect for temperature differences that occur in experiment
as the CCD is thermally cycled. Note when the gates of the CCD art grounded (O V) that dark current increases as positive
ions make it to the interface. Biasing the CCD to + 15 increases the dark rate. }Iowever, applying -5 V stops the process
completely as theory would predict. Returning the bias to +15 V causes the dark curmlt to increase once again. The effect can



be completely controlled by the user
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Fjgurc  28. Dark current buildup as a function
of time during a high temperature anneal cycle
demonstrating the reverse annealing
phenomenon. The CCD is irradiated and then
annealed at 60 C as dark current increase is
monitored. Note that the dark rate can be
controlled by how the CCD is biased. The
process can be turned off by biasing the CCD
with a negative voltage (attracting positive ions
to the gate). The lower plot is used to monitor
opera ting temperature by measuring dark
current in an undamaged region of the CCD.
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We should also mention that flat-band also exhibits reverse annealing behavior. This is because the new interface states are
electrically active and contribute to flat-band shift. Figure 29 plots SFW characteristics for a non MPP CCD during and after
the sensor is irradiated with 5.9 keV x-rays. The baseline response before irradiation is indicated. Every 13 hours, while the
device is being constantly irradiated with x-rays (with +15 V bias), a new full well plot is taken at room temperature as shown.
Note that the full we]] curve slowly shifts towards the left indicating that new positive states are being created. After exposing
the CCD to 46.5 krads it is annealed at +50 C for 2 hours and a nev full well curve taken (triangles). A net flat-band shift of
approximately 2 V is measured, half which comes from the high temperature anneal cycle.

Llnderstanding the physical effects behind reverse annealing, and really other ionizing processes that occur in the CCD, one can
minimize the amount of radiation damage induced. The improvement can be significant if carefully studied and planned (a factor
of 20 was gained for the Cassini project simply by understanding, the physics involved). For example, Figure 23 shows a
dramatic difference in flat-band shift induced by how the CCD is bia~ed. When biased during irradiation e-h pairs are separated
leaving more holes to damage the interface. The unbiased condition allows carriers to recombine. Figure 30 shows the dark
current increase for a Cassini CCD m a function of bias during irradiation. Minimum dark current generation occurs for zero
bias because more recombination occurs. Note that damage is independent of polarity and is less for colder operating
temperatures (carrier diffusion is less which promotes recornbinatiorl). After irradiation it is important to keep the positive ions
away from the Si-SiOz interface. This is accomplished by biasing the CCD negatively (normal clocking provides this condition
automatically).

The CCDS characterized above were either damaged with gamma-rays or x-rays to a specified rad level (a rad is equal to 100
ergs of energy deposited per gram of material). Exposing, the sensor to a differenl  ionimtion source, such as protons, would
give an entirely different result (for the same ionizing rad dose), 1 he stopping, power exhibited by protons is typically much
greater than energetic photons. Hence, the density of e-h pairs generated by protons in the gate insulator is greater, and
therefore, more recombination occurs. Hence, ionization damage for protons is signifrcant]y less than gamma-rays, a fact verified
by expcrimerrt. This knowledge effectively reduces’ the rad level.

one concluding remark. The reverse annealing effect discussed above ma>’ not bc observed for al I CCD families. Ionization
damage is very dependent on the CCD process employed (unlike bulk damage effects which for the most part are process
independent). For example, it appears that reverse annealing naturally occurs in certain devices with SilNd (or similar)
encapsulation layers. Devices that use an all oxide insulator, for example, may not experience the problem.
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Figure 30. Dark eurrent  as a function of CCD
bias during irradiation. Carrier recombination is
minimized in the gate insulator when bias is
applied by forcing radiation induced elec@on-
hole pairs apart. Note that damage is
independent of polarity as long as an electric
field across the insulator exists. hradiation
polarity should not be confused with annealing
polarity where different mechanisnLs  are at
work. For reverse annealing we require a
negative polarity to delay or stop this procew,

Figure 29. Full well characteristics before and
after a CCD is irradiated with Fe-55 x-rays
demonstrating that flat-band is also associated
with reverse annealing. The plot labeled with
triangles was generated after the CCD was
annealed. As shown, a large shift in the full
well curve was observed. The curve only plots
SFW characteristics to avoid blooming
problems that develop during irradiation.
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8. Summary

CTE and dark current generation arc two critical perfom~ancc  parameters that rcmaitr uncertain for the Sandbox CCDS.  These
characwristics have varied dramatically in the past depending on the quality of tllc silicon wafers used. The concern is important
and most manufacturers have cxpericmced the difficulty. CCDS require the best silicon tl~t  can be grown and efforts in this area
have been given top priority. Curious]y  si]icon material was not a major conccm] to CCD performance in the past. Other CCD
problems related to process and design difficulties were often dominatir,g.  Now that the CCD has matured in these areas silicon
material has become the limit ing factor for many performance parameters. Unfortunately, no method has been devised to test
silicon wafers before CCDS arc fabricated. Finding a tcchniquc, equally as se;Lsitive as the CCD, is a major challenge for CCD
workers. For now wc can partially dc.al with the silicon problcm, if it arises, by how the CCD is operated. This paper, for
cxatnplc, has discussed several operational techniques to imp] ove CTE by the way the. CCD is cooled and clocked, However,
to be effect ivc, the user must perform a series of tests to understand the CTE mechanisms invol  vcd (i.e., characterize bulk statw).

The silicon problcm  will likely become more critical in the near future Ixxausc of four masons. First, as CCD arrays get huger
CTE performance will need to keep pace. Second, dark current will be iluportant because cooling rcquircmcnts  for large arrays
will be dcmandi ng. Third, 4-inch material, which many CCD rnanufact  urers now use, will eventually become obsolete (3-inch
wafers have gone through a similw history). Quality silicon will come from 5-, 6-inch or larger wafer sizes. Four inch
manufacturers arc already realizing this fact. Many CCD manufacturers in the states arc moving to larger CCD lines which will
relax the problcm.  (e.g., the Reticon CCD group is changing over to a (iinch  line). Fourth, ncw scientific applications will
demand improved performance which in turn will push CCD tcclmolop,y  and silicon requirements.

Three of the 4096 x 4096 Sandbox CCDS are. some of the largest CCDS made today. Clm-cnt ly the CCD is going through a
growth Wriod where prototype arrays larger than this have been fabricated. As long as yield figures cent inuc to improve for the
CCD larger arrays can be fabricatc,d.  An ultra-clean process facility in conjunction with large. silicon wafers are kcy requirements
in fabricating large CCDS. For example, the Philips CCD group in the. Nc.therlands has all ideal laboratory to fabricate ultra-large
scicntiftc CCD arrays. Their CCD lab is bawd on a Ch.ss- 1, (winch wafer line. Tlm scic.ntific  community may take advantage
of this opportunity later this year and fabricate a 9k x 7k, 12-micron pixel CCD, the largest monolithic chip fabricated. Other
CCD groups have similar plans. It will  be interesting to see just how big the CCD will kcome  in the next few years. Currcntl y
it is difficult to predict the thcorctica]  size limitation as things improve.

Competition among CCD manufacturers is currently intcttse. This has not always been the case. Several years ago scientific CCD
product ion was in jeopardy forcing some good groups out of business. CCD technology has finally matured and has generated
an explosion of appl icat ions making it now profitable for rmny groups. However, cost for a custom CCD remains to be a
problcm for the scientific community in general. The. p~ icc for a lot run is approximately $ 100K to $140K and continue-s to rise
rapidly. Additional funds arc required to Wrform  testing and packaging tads. Thinning and backside illumination requirements
typically doubles the price. The Sandbox mcthcd dcscribcd  in this paper attempts to reduce. costs by sharing lot expmses  among
sevcrtil customers. Cost for Sandbox cust omcrs depends on array size al Id quantity of devices that occupy the wafer.

An exciting area to watch in the future is high speed CCD advancements. This paper briefly addresses some high speed
limitations for the. CCD. Knowing these problcrns  allows the CCD to be designed and tailored to perform amazing high speed
feats. How far the CCD advances in this area depends significant] y on computer technology which has advanced at the same
pace as the CCD. The Cinema CCD, for example, challenges this market because storag,c re,,uirements arc very demanding. A
tcn minute movie scene, for example, will generate 900 gigs-bytes of information (2 bytes/ pixel). A tera-byte computer system
is therefore required to run the Cincrna CCD. Although building a camera and computer systcm is techni call y possibl e, it remains
to be scat if profits can be made on such a camera system.
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